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ABSTRACT

In “Does corporate governance matter in competitive industries?”, MUELLER and GIRoud find that firms in non-competitive industries, defined in function of the Herfindahl-Hirschman Index, experience a significant drop in operating performance after the passage of anti-takeover laws, while firms in competitive industries experience virtually no effect. As explanation for this, they argue that when competition fails to enforce discipline over managers they tend to enjoy a “quite life” and that, by insulating firms still more from competition, anti-takeover laws increase the opportunity for managerial slack. Accordingly, they propose that efforts to improve corporate governance should focus selectively on “non-competitive” (concentrated) industries. This paper examines this proposal in the particular case of the banking sector, and specifically the assumption that there is an inverse relation between concentration and competition. In view of the rather ambiguous character of this relation, this paper examines also an alternative criterion for applying corporate governance standards selectively: the impact of concentration on financial stability.

Since the empirical evidence seeking to ascertain the direction of this relation is inconclusive as well, this paper holds that using the level of concentration of the relevant market to create distinctions in terms of corporate governance standards is problematic. This does not imply per se, however, a rejection of the principle of selectiveness in corporate governance. In fact, a review of the equally unclear evidence on the gains from governance rules such as those contained in the Sarbanes-Oxley Act (as well as certain NASDAQ and NYSE rules) suggests that even if distinctions cannot be grounded on market structure differences, they can still be justified on the basis of a cost/benefit analysis. Due to the spread across borders of Sarbanes-Oxley and the NYSE and NASDAQ rules dealing with corporate governance, the conclusions drawn in the work are not
limited to the United States, but are rather generally applicable across jurisdictions that have adopted similar rules.
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1. INTRODUCTION

Corporate governance rules have traditionally been thought to address the problems of asymmetric information, moral hazard and adverse selection that arise in firms where ownership and management are segregated. From this perspective, governance standards gain relevance with the size of the firm1 or lack of “proximiny” between shareholders and managers2. MUELLER and GIROUD, however, offer an alternative pattern to assess the relevance of corporate governance: competition.

In particular, using a sample of 10,960 firms from the United States during the period from 1976 to 1995, they hold that the passage of anti-takeover laws reduce the returns on assets of the sample firms by an average of 0.6%, but that most of this effect is driven by companies with a higher Herfindahl-Hirschman Index (HHI), which they categorize as non-competitive industries. For example, breaking down the sample into HHI quintiles (being the mean HHI in the lowest and highest HHI quintile 0.067 and 0.479, respectively), they find that while return on assets (ROA) drops by 1.5 percentage points in the highest HHI quintile, it only drops by 0.1 percentage points in the lowest HHI quintile.

As explanation for these patterns, they argue that competition mitigates managerial agency problems, that when competition fails to enforce discipline over managers they tend to enjoy a “quite life”, and that, by insulating firms still more from competition, anti-takeover laws increase the opportunity for managerial slack. In other words, although there may be a “positive baseline level of slack” in all firms, those in competitive industries may already operate at this minimal level, while firms in non-competitive industries may only be driven down to this level if there is a threat of hostile takeover. Accordingly, they suggest that efforts to improve corporate governance should focus selectively on “non-competitive” (or non-concentrated) industries, rather than be applied indistinctively3.

This paper reviews one of the bases of this proposal (particularly in the context of the banking sector): the assumption that a concentrated industry is less competitive than more dispersed industries. For this purpose, it looks at whether increases in the extent of concentration in the banking industry through mergers and acquisitions lead to higher interest rates, lower deposit rates and less credit availability. In view of
the heterogeneity characterizing the evidence on these questions, this paper examines an alternative criterion for selective governance standards, that is, the relation between concentration and financial stability. Under this perspective, if a more concentrated industry is more fragile, then concentration is a legitimate ground for establishing distinctions in the strictness of corporate governance standards. As further discussed below, however, in this case again the evidence does exhibit a homogenous pattern. These results (competition and stability effects), nonetheless, do not mean there is no basis for selectiveness, particularly in light of the equally heterogeneous evidence regarding the effects of governance requirements on performance and the market for the shares of the firms subject to such requirements, a topic that has been particularly analyzed in the case of securities issuers (not necessarily banks) after the passage of the Sarbanes Oxley Act. From this perspective, even if a more concentrated market is not necessarily less competitive or stable, a selective scheme of corporate governance can still be desirable (although probably based on a distinction measure different from market concentration).

According to the above, this paper is organized as follows: Sections 2 and 3 review the competition and stability effects of concentration in the banking sector, respectively; Section 4 sketches some of the reasons why, even if a more concentrated industry is not necessarily less competitive or stable, those facts do not imply per se a rejection of the principle of selectiveness in corporate governance; and, finally, Section 4 concludes.

2. BANKING CONCENTRATION AND COMPETITION

2.1. General aspects

The Mueller and Giroud’s argument that a concentrated market is less competitive than a less concentrated market is reminiscent of the structure-conduct performance (SCP) hypothesis, under which changes in the market structure through mergers and acquisitions lead to upward pressure on prices (especially when a dominant market position is created or strengthened), insofar as each merging party internalizes the impact of its own prices’ changes on the demand of all other merged firms. Under this perspective, further, concentration increases the potential for oligopolistic behavior and reduces the incentives of firms to innovate (or, even if there is innovation, the incentives to pass on its effects to consumers). Therefore, the more concentrated the market, the less competitive it is.

The SCP hypothesis has been traditionally opposed by the efficient-structure (ES) hypothesis (although they are not mutually exclusive), under which concentration gives rise to greater efficiencies, particularly as a result of economies of scale (lower average costs associated to increasing the product scale) and scope (lower average costs derived from increasing the range of goods produced), which have the ultimate effect of exerting a downward pressure on prices and therefore eventually offsetting any potential anticompetitive effect. In fact, as an information and distribution-intensive industry with relatively substantial high fixed costs, financial institutions are considered to be especially prone to economies of scale.
Moreover, this view raises specific ways in which the market benefits from concentration, such as enhanced innovation\(^7\), increased buying power vis-à-vis suppliers\(^8\), and, in some cases, synergies (that is, the ability of consolidated firms to differentiate themselves from rivals through complementary assets, thus potentially giving rise to gains higher than the sum of the gains that could be obtained by each of the involved parties independently)\(^9\).

However, even if offsetting efficiencies emerge, as predicted by the ES hypothesis, it does not mean necessarily that managerial slack does not exist\(^10\) or that management is not less constrained by competition in concentrated industries. In any case, as discussed infra, the evidence supporting this hypothesis is inconclusive.

Apart from this criticism, the SCP hypothesis is also criticized on the basis that a market with only three participants could be competitive if one of the firms were an aggressive competitor, at the same time that an industry with ten participants may operate with minimal competition because of coordinated pricing and marketing practices by the participants\(^11\).

In view of this, other formulations of the competitive effects of market concentration, particularly in the context of games with Nash, non-cooperative equilibria, distinguish between unilateral and coordinated effects.

In particular, unilateral effects arise if mergers cause the merged firms to act less intensely competitive than the merging firms, while non-merging rivals do not alter their competitive strategies. In contrast, coordinated effects arise if a merger induces rivals to alter their competitive strategies, resulting in some form of coordination or reinforcement of ongoing coordination\(^12\).

These effects are determined by the game defined by the competitors, the actions they take (setting prices or setting quantities), and the equilibrium that determines the results of the game (Nash, non-cooperative equilibrium).

Among other possible games with Nash, non-cooperative equilibria, anticompetitive effects arise in Cournot and Bertrand oligopoly industries\(^13\). Both the Cournot and Bertrand oligopoly models predict that mergers without offsetting efficiencies produce unilateral anticompetitive effects (which is not necessarily the case of coordinated effects), insofar as mergers internalize the strategic behavior between the merging competitors and thereby cause them to alter their quantities/prices actions. What makes this anticompetitive effect “unilateral” is that the actions of firms are determined by the same Nash-equilibrium, best-response functions before and after the merger. The term “unilateral” thus applies even though the non-merging firms do not take the same actions after the merger, and even if the changes in their actions increase the merged firm’s profit. In a Bertrand industry, for example, a merger combining two competing brands of a differentiated consumer product, absent cost reductions, leads to unilateral price increases, as long as the merged firm accounts for the increase in sales of either of the two brands resulting from an increase in the price of the other, and therefore finds it in its unilateral self-interest to raise the prices of both\(^14\).

As discussed below, although the empirical evidence tends to show that concentration is in effect positively associated with less competitive markets in terms of
loan rates, credit availability and deposit rates (consistent with the SCP hypothesis, the Mueller and Giroud's assumptions and the post-merger non-cooperative equilibria unilateral effects roughly described above), such evidence is nonetheless substantially heterogeneous.

2.2. Empirical evidence

2.2.1. Loan Rates

The evidence regarding loan rates shows in some cases increases as a result of greater concentration, and, in other cases, qualified increases (for certain types of markets or transactions) and even reductions in other instances.15

In particular, HANNAF, using loan-specific information for a sample of over 300 banks during the period between 1984 and 1986 in the United States, finds a positive relation between concentration and small business and consumer lending rates. Specifically, he analyzes three phases in this period: the interest rate peak of 1984, the stable interest rate period of late 1985, and the interest rate depression of 1986. Although the relationship between loan pricing and market concentration for large and small loans originated during 1984 is found to be weak (except in the case of floating-rate unsecured small loans), this relationship is significantly positive for all loans under USD 100,000 ("small loans") in 1985 (which holds for different measures of concentration). Regarding the magnitudes of the concentration coefficient in this sub-period, they estimate that small borrowers would pay annually an additional 50 basis points for floating-rate unsecured loans, 159 additional points for floating-rate secured loans, 221 more basis points for fixed-rate unsecured loans and an additional 144 basis points for fixed-rate secured loans if the market structure is to change from that of the least concentrated to the most concentrated market in the sample. On the other hand, coefficients of concentration for loans over USD 100,000 are significantly positive only for secured loans (the coefficient of concentration is significantly negative in the case of fixed-rate unsecured loans), and the positive coefficients tend to be smaller than those found for small loans. The support for the structure-performance hypothesis in this case, therefore, is not as consistent as in the case of smaller loans.

With regard to the regressions for November 1986 (where interest rates reached the lowest level after a long decline), the results were essentially the inverse of those of 1984: the coefficients of concentration for loans less than or equal to USD 100,000 are positive and significant at the 1% level of significance in all the types of loans, and the coefficient magnitudes are actually greater than those reported in 1985. For example, the coefficient of concentration in the case of fixed-rate secured loans indicates a 239 basis point difference comparing the most concentrated with the least concentrated market in the sample. Also, similarly to the 1985 sample, the concentration coefficients for loans greater than USD 100,000 are significantly positive only for secured loans, and magnitudes are smaller than those found for small loans. In sum, the results point to the conclusion that, overall, concentration appears to be associated with higher interest rates (although the differences in this relationship over the three periods examined are considered intriguing).16
BERGER and HANNAN, using a 1985 sample, similarly find that in the regression explaining deposit rates and loan rates, the coefficients of concentration are statistically significant and bear the signs implies by the SCP hypothesis. Also, they find decreases of bank X-efficiency as a result of concentration, which they argue is consistent with the “quiet life” hypothesis. Further, they do not find a significantly positive effect of concentration on bank profitability, and further argue that this is illustrative of the fact that profits may be determined, in general, by factors other than market power: while a bank may increase prices as a result of such power, efficiency can fall and costs rise as a result of “quiet life” effects, therefore preventing higher profits.\(^{17}\)

With mixed results, KAHN, analyzing the period between 1989 and 1997, finds that while unsecured personal loan rates increased in the sample, the rates of other particular credits actually decreased as a result of mergers.\(^{18}\)

Also with mixed results, SAPIENZA, drawing on a sample during the period between 1989 and 1995, finds that in-market mergers (mergers involving banks that previously operated in the same geographical area) benefit borrowers in the form of lower interest rates when such mergers involve the acquisition of banks with small market shares. However, large banks that acquire small banks tend to reduce the supply of credit to small borrowers. In addition, in small out-of-market mergers (involving banks previously operating in different geographical areas), the decrease in interest rates was not as significant as in comparable in-market mergers.\(^ {19}\)

Confirming some of these conclusions, EREL, using a 1999-2000 sample, finds that, on average, mergers reduce loan spreads, and that such result is stronger for acquirers with larger than median declines in post-merger operating cost ratios (suggesting that the after-merger reductions in spreads can be related to efficiency gains that are passed on to borrowers). The decline in spreads after the merger is substantial for small loans (loans with sizes of less than USD1 million), and larger acquirers were not found to impose less favorable pricing terms for small businesses.

HOWEVER, while the reduction in spreads was larger if the acquirer and the target had some degree of geographical market overlap and, consequently, more potential for cost savings, spreads increased when there was significant market overlap and, therefore, increased post-merger market concentration.

From the out-of-market mergers’ perspective, acquirers significantly reduced spreads on relatively large loans after the merger only if the new markets entered were dominated by large banks (which can suggest that in a market dominated by small banks, relatively large acquirers that enter the market do not seek to increase market shares by reducing loan spreads, possibly because those markets are more competitive).\(^ {20}\)

2.2.2. Credit availability

Apart from the potential for a general reduction of quantities as a result of market power exploitation, bank mergers can also lead to reductions of credit available especially to small businesses because, in theory, small banks possibly tend to focus on small loans (due to balance sheet limitations) while large banks tend to focus on large businesses (as
monitoring costs potentially increase with the number of customers\textsuperscript{21}.

Consistent with this approach, PEEK and ROSENGREN find, for a sample between 1993 and 1994, that when a large bank takes over a small one, the small business lending by the target is lower than before (being a small part of this effect offset by new entrants in the local market)\textsuperscript{22}.

Similarly, SAPIENZA finds, as mentioned supra regarding loan rates, that while in-market mergers benefit borrowers in the form of lower interest rates, when such mergers involve the acquisition of banks with small market shares by a large bank, the acquirer tends to reduce the supply of credit to small borrowers\textsuperscript{23}.

Nevertheless, STRAHAN and WESTON, comparing the average change in the ratio of small business loans (commercial and industrial loans under USD1 million) to assets at sample banks involved in mergers between 1993 and 1994, find that the post-merger small business lending is, on average, actually higher than before. While mergers between relatively small banks yielded significant increases in small business lending, no significant change was found for larger banks (using USD300 million as a cutoff for the definition of small banks). Moreover, although relatively small banks held more small business loans as a percentage of total assets than large banks, the largest banks in the sample accounted for roughly more than one-third of all small business loans.

However, small banks owned by large banking companies held fewer small business loans than independent banks\textsuperscript{24}.

Indicating neutral results, ERELI finds that, on average, the post-merger ratio of small business lending to total assets of the acquirer is not significantly different from the pre-merger ratio.

Moreover, in respect of qualitative features of acquirer’s loans portfolios, he finds no significant change in the acquirer’s proportion of non-performing loans after the merger\textsuperscript{25}.

Other type of evidence shows that merged banks reduce small lending, but that this effect is offset by a loan expansion by incumbent rival banks or by entry of different competitors in the same local market. In particular, BERGER, SALINDERS, SCALISE and UdELL, examining the period between 1979 and 1994, find a significant relation between mergers and increased small business loans by competitor banks. In addition, they find that small and medium size bank mergers are associated with an increase in business lending, while larger bank mergers are generally associated with a decrease. However, for acquisitions, the opposite results are obtained (with large holding company acquisitions apparently increasing small business lending, but with smaller acquisitions tending to decrease such type of credits)\textsuperscript{26}.

This result is confirmed by SIELENG and CRITCHFIELD, who, using a sample between 1995 and 1998, find that merger activity triggers de novo entry in urban banking markets. However, they also find that this is not the case for out-of-market merger activity (acquisitions by firms outside the market were not related to de novo entry)\textsuperscript{27}.

Further, GOLDBERG and WHITE, using a sample of mergers between 1984 and 1994, show that de novo banks have a larger portfolio of loans to small businesses (measured as the percentage of a bank’s total assets that are devoted to such loans) compared to incumbents of roughly comparable size\textsuperscript{28}.
Consistent with these positions, BERGER, ROSEN and UDELL, using a 1993 sample, find that while loan interest rates depend on the size of the market rather than on the size of the bank providing credit, in any case, in markets with a higher share of large banks, small businesses faced a higher likelihood of receiving a credit line, and even at lower interest rates, than in markets composed of smaller banks.  

AVERY and SMOLYK also confirm this thesis, but with mixed conclusions depending on the period analyzed. Specifically, they examined how bank mergers affected small business lending in local U.S. banking markets between 1994 and 2000, focusing on the role that community banks played in determining the ultimate effects of consolidation. For the 1994-1997 period, they found that consolidation involving relatively large banks was associated with lower loan growth, whereas community bank mergers and a greater presence of community banks in the market were associated with higher loan growth. In any case, overall, the share of small business lending funded by community banks rose during both periods, especially in markets undergoing consolidation.  

2.2.3. Deposit rates  

As regards this part of the evidence, there seems to be a more consistent pattern exhibiting a negative relation between concentration and competition. For instance, BERGER and HANNAN, using a sample between 1983-1985, find that banks in the most concentrated local markets in the sample paid lower deposit rates (ranging from 25 to 100 basis points) than those paid in the least concentrated markets, depending on the period examined. This conclusion is applicable to different types of deposits, including short-term CDs. However, the effect on longer-term CD rates was found to be marginal, which is attributed to the fact that such products can be competed for on a broader basis than local banking markets.  

Moreover, NEUMARK and SHARPE, using a sample between 1983 and 1987, show that banks in more concentrated markets are slower to raise interest rates on deposits in response to rising market rates, but are faster to reduce them in response to declining market interest rates, and that, further, downward price rigidity and upward price flexibility are a consequence of market concentration.  

For Europe, CORVOISIER and GROPP, using a sample between 1993 and 1999, reach a similar conclusion, finding that increasing concentration leads to higher interest margins for loans and demand deposits. This is not the result, however, for savings and time deposits. More specifically, average rates on customer loans in a banking market with a HERFINDAHL index of 300 were estimated to be about 120 basis points higher than in a market with a HERFINDAHL index of 100, and demand deposits were estimated to be remunerated with an interest rate that was 140 basis points lower in the more concentrated market. In contrast, higher concentration in savings and time deposits resulted in 280 basis points higher remuneration of savings deposits and 100 basis points for time deposits.  

As an explanation for these differences, they suggest, similarly to BERGER and HAN-
NAN regarding certain long-term CDs, that demand for demand deposits is determined by geographical proximity, and thus is more prone to be negatively affected by concentration. HOWEVER, as savings and time deposits are, at least in theory, determined to a lesser extent by geographical proximity, there is higher contestability.33

2.2.4. Efficiencies

As mentioned before, one of the criticisms generally raised against the SCP hypothesis is that efficiencies can offset any anticompetitive effect resulting from market concentration. However, as also mentioned supra, efficiencies do not necessarily imply lack of managerial slack, as management can be insulated from competition even if the firm it manages enjoys, for example, scale or scope economies. However, even assuming that efficiencies were a valid proxy for competition, particularly under the notion that they depend upon the managerial incentives to generate them (and, therefore, on the competitive character of the market), the empirical evidence is inconclusive.

Efficiency effects relating to bank mergers are generally examined from two perspectives: operating performance (looking at pre and post-merger changes in profit rates, cost ratios or both) and event studies (looking at stock returns of acquiring banks, targets or both, before and after a merger, compared to a portfolio of stocks representing the market).

Results using the operating performance suggest that there are no efficiency improvements following a merger, although there are exceptions to that pattern.

For instance, examining the impact of mergers on income-to-assets and non-interest expenses to assets for a sample between 1968 and 1978, Rhoades finds that neither income nor non-interest expenses were affected on average by the sample mergers.34 Similarly, Linder and Crane, analyzing the operating performance of a sample of bank mergers between 1982 and 1987, including mergers of subsidiaries owned by the same holding company, found that mergers did not result in improved operating income, as measured by net interest income plus net non-interest income to assets.35

From a cost-frontier approach, Berger and Humphrey, examining “large mergers” (mergers in which the organizations concerned exceed USD1 billion in assets) from 1981 to 1989, and based on data aggregated to the holding company level, find that, on average, mergers did not lead to significant gains in X-efficiency (the average X-efficiency improvement was less than 5% and was not statistically significant), and that the difference between acquirer and target X-efficiency did not affect post-merger gains. In addition, the scale diseconomies created by the “megamergers” were found to be more than large enough to offset the slight X-efficiency gains found, so total cost efficiency actually declined. Also, drawing upon returns on assets and total costs to assets, they found no average gains.36

De Young reaches similar conclusions under the same methodology for a sample between 1986 and 1987. Nevertheless, he finds that when both the acquirer and target were relatively inefficient banks, mergers resulted in improved cost efficiency.37

Representing a still more negative result, Peristiani, analyzing the period between 1980 and 1990, finds significant declines in X-efficiency in the sample mergers and
only moderate improvements in scale efficiency.

However, the Spong and Shoerhain's results exemplify a contrasting conclusion, as long as they find not only slight improvements in overhead costs efficiency, but also significant improvements in return on assets and equity. This in turn contrasts with other cases finding partial improvements in these aspects. This is the case of the Spindt and Tarhan's results, who find improvements in return on equity, but no improvement in return on assets or cost efficiency.

From a different perspective, Akhaviein, Berger and Humphrey argue that profit efficiency is a more inclusive concept than cost efficiency for measuring bank efficiency, as it takes into account the costs and revenue effects of the choice of the output vector (which is taken as given in the measurement of cost efficiency). Therefore, a merger can improve profit efficiency without improving cost efficiency if the rearrangement of outputs associated with the merger increases revenues more than it increases costs, or if it reduces costs more than it reduces revenues. In their particular sample, they found that banks on average significantly improved profit efficiency after mergers. However, rankings based on ROA and ROE measures did not change significantly after consolidation.

For mergers in Europe, using a sample between 1992 and 2001, Altunbas and Marques Iranez also find post-merger overall improvements in performance (with the especial characteristic that such improvements were triggered in the context of cross-border transactions).

Notwithstanding these exceptions, as mentioned before, the general pattern is that greater concentration does not lead to improvements in efficiency.

From the event studies viewpoint, results are more heterogeneous and do not exhibit any evident general pattern. In some instances, results refer only to one of the parties involved in the transaction. For example, Madura and Wiant find, for a sample of mergers between 1983 and 1987, negative cumulative abnormal returns to acquirers during the thirty-six months period after the merger announcement. Furthermore, they argue that while acquirer losses around the time of the merger announcement may be due to the price perceived to be high, losses over a longer period can be attributed to other factors such as disparities between projected and realized benefits.

Accounting for the effects of both the acquirer and the target, Baradwaj, Fraser and Furtado, find that target firms have positive abnormal returns during five days before and after the merger announcement. In addition, targets of hostile bids have higher returns than targets of non-hostile targets. However, acquiring firms exhibit negative significant abnormal returns during the period from five days before announcement to five days after, with hostile bidders having smaller negative returns than non-hostile bidders. In addition, they did not find any significant difference between successful and unsuccessful hostile bidders and targets. The overall effect for targets and bidders was a positive net benefit from hostile takeover announcements, but no significant effect from non-hostile announcements.

In other cases considering both the target and the acquirer, no net aggregated benefits appear to arise except under particular circumstances. For example, Hannan and
Wolken find that target firms have positive cumulative abnormal returns both before and after the merger announcement, and that acquiring firms have negative cumulative abnormal returns both before and after announcement of the merger. However, when calculating the total change in stock prices, no significant net change in value of the two firms combined is found. These results do not differ significantly between large and small bidders or targets. Notwithstanding, net effects are significantly positive for acquisitions involving less capitalized targets and significantly negative for those involving more capitalized targets (in other words, the target capital is negatively related to the change in total value) 47.

A similar result is found in other cases, with the ultimate effects being in function of the geographical or product similarities or overlaps between the merging banks. For instance, Houston and RynGaert find, for a sample of mergers between 1985 and 1991, that while acquirers suffered a loss in value and targets obtained higher value, the overall gains from the transactions (the weighted average of gains to the bidder and target firms) were not substantial, and that, in any case, merger returns were positively related to the degree of overlap between bidder and target firms’ operations and high prior levels of profitability for the bidder 48.

This argument, however, is in other cases contested by evidence showing that the degree of overlap of the merging firms is not associated with an improvement in efficiency relative to that of non-merging firms 49.

For Europe, Cybo-Ottone and Murgia, with a sample of mergers taking place by European banks between 1988 and 1995, confirms the finding of average abnormal returns to targets (while changes of returns to acquirers’ shareholders are not significant in the sample) 50.

In sum, as mentioned before, the disparity of the empirical evidence does not reflect any clear pattern and therefore makes it problematic to draw any conclusion about the competitiveness of the market by drawing on a relation between mergers and efficiencies 51.

2.3. Summary

According to the above, although higher loan rates, reductions in quantities and lower deposit rates tend to be associated with market concentration, the evidence supporting these relations appears to be heterogeneous, especially in the case of loan rates and credit availability. This implies that even though this evidence tends to support the Mueller and Giroud’s premise that concentration is inversely related to competition, such premise is not fully consistent.

Moreover, under the hypothesis that efficiencies bear some relation with competition (which further assumes that efficiencies depend on the managerial incentives to generate them), the evidence is nonetheless unclear: although operative performance studies tends to undercut the idea that more concentrated markets are more efficient and therefore can eventually be characterized by less managerial slack and better competition conditions, there are exceptions to this conclusion, and, furthermore, event studies are still more heterogeneous.

Accordingly, if it is not possible to clearly conclude that a more concentrated market is less competitive than a less concentrated one, establishing differing
corporate governance standards under the premise that dispersion equals competition turns out to be problematic.

3. BANKING CONCENTRATION AND FINANCIAL STABILITY

3.1. General aspects

In view of the lack of ambiguity in the relation between concentration and competition discussed above, an alternative factor linking market concentration to variations in corporate governance standards can be the relation between stability and concentration. Under this view, if a more concentrated industry is less stable, then concentration can still be a legitimate dividing line for setting forth differing corporate governance standards.

The hypothesis that concentration is directly related to fragility is based roughly on three arguments. First, according to Boyd and De Nicolo, as competition declines, banks increase their loan rates, which imply higher default (and even bankruptcy) risk for borrowers. This effect is reinforced by a moral hazard problem related to borrowers, who, confronted with higher interest rates, can actually increase their own risk of failure. Second, from the supervisory perspective, as long as banks’ size can be related to internal complexity, more concentrated banking systems composed by a reduced number of institutions can correlatively be more complex to supervise and therefore be more prone to failure.

Third, it is generally argued that there is a positive relation between bank size and the incentives of the relevant authorities to bail out an institution in case of risk of insolvency (as a means to prevent systemic risk), and, as a result, banks have greater incentives in more concentrated markets to take higher risks (“too-big-to-fail” doctrine). In other words, negative macroeconomic externalities resulting from failure increase with the size of the failed institution, and therefore, whether formally insured or not, banks are not symmetrically treated.

However, these hypotheses are not undisputed, given the arguments stressing a direct relation between concentration and stability (which can arguably even offset losses in consumer’s surplus resulting from less competition). These arguments come from both sides of the balance sheet. From the asset side, the concentration/stability relation is based on the argument that, as long as the potential for diversification generally increases with the size of a portfolio, a relatively greater amount of funds held by each individual bank in a relatively concentrated market facilitates diversification and therefore reduces not only individual risks, but also systemic risks.

A second argument is that, as long as concentration can imply higher market power and thus higher profits by individual banks, which in turn gives rise to a supplementary buffer in case of liquidity breakdowns, concentration enhances stability. In addition, by increasing the franchise value of market participants (that is, the capitalized value of expected future profits), concentration reduces the incentives of banks to take risks. In other words, insofar as competition erodes profits, moral hazard problems are intensified by the incentives of banks to add risk to their loans portfolios. Edwards and Mishkin, for example, argue that the significant risk-taking observed in the eighties in the United States was the
banks' response to the erosion of profits due to competition from the capital markets, as such competition decreased their cost advantages in the acquisition of funds and undermined their position in the loan market\(^{58}\).

In a framework of relationship banking, Besanko and Thakor endorse the assertion that increased competition induces banks to choose riskier portfolio strategies. This is because, in the course of the relationship with their borrowers, banks acquire private information that generates informational rents. As long as banks appropriate at least part of these rents, they have an incentive to limit their risk exposure so as to enjoy the value of the relationship. However, as soon as there are more competitors in the market, relationship banking decreases in value and banks take more risk\(^{59}\).

From the liability side, the concentration/stability position is based on the argument that not only risks relating to loans can be higher if there are more competitors, but also risks relating to deposits. In particular, competition for deposits can drive up deposit rates, which may in turn prompt banks to add risk on the asset side of the balance sheet. In fact, some crisis (such as those occurred in 1857, 1873 and 1884 in the United States) have been attributed to the use of deposit interest rate payments to compete for deposits\(^{60}\).

Further to these balance sheet arguments, concentration can also reduce monitoring costs by the relevant supervisor, under the assumption that a relatively reduced number of banks can be easier to monitor than a dispersed sector. From this view, supervision is relatively more effective and the risks of contagion less severe in a concentrated banking system\(^{61}\).

It is worth mentioning that, notwithstanding the above, still other perspectives question the existence at all of any relationship between concentration and fragility or stability. Matutes and Vives, in particular, hold that bank vulnerability and runs emerge independently of competition and thus can occur in any market structure. Under this view, the crisis probability of a bank is endogenously determined by depositor’s expectations, which are self-fulfilling: a bank perceived to be less prone to runs has higher margins and a larger market share; this, in turn, reduces its own likelihood to fall into insolvency because of higher diversification. Accordingly, systemic crisis arise out of coordination problems between depositors, irrespective of the market structure\(^{62}\).

3.2. Empirical evidence

In support of the concentration/stability relation, Keeley shows that the erosion of market power during the nineteen seventies and eighties, as measured by a decline in an institution’s market-to-book asset ratio (Tobin’s q), led to a higher risk premium that banks had to pay on certificates of deposit and to lower capital-to-asset ratios, which triggered higher failure risks.

Moreover, during the nineteen sixties, both market and book capital ratios of the twenty five (25) largest bank holding companies in the sample already had fallen significantly below their midnineteen-fifties ratios (when a limited number of banks failed each year), and, beginning 1974, market values of such companies had fallen below book capital ratios. According to Keeley, one of the reasons why these values fell during this period was the change in the degree of competition faced by banks: in
the nineteen-fifties and early sixties banks were protected from competition by regulatory barriers such as higher chartering restrictions until the mid-sixties, state laws that prohibited branching, restrictions on multi-bank ownership and interstate bank expansion, and deposit rate regulations that protected banks that relied on non-price competition.

However, as such rules were liberalized, banks’ charter value was eroded. This erosion was thereafter reinforced in the eighties by the expanded permitted activities given to thrifts (which enabled them to compete more actively with banks), higher competition by non-banking financial institutions, and the emergence of money market mutual funds, cash management accounts, and the increased use of commercial paper. With these declining market values (which incorporate the capitalized amount of charter value), risk taking was enhanced.

Similarly, Craig and Santos, comparing the pre-merger and post-merger risk characteristics of two hundred fifty-six (256) acquisitions by bank holding companies in the United States between 1984 and 1993, find that mergers reduced overall risk in the sample. In particular, both the standard deviation of the return on assets and of the returns on equity of the new institutions were lower than the pre-acquisition deviation of the acquirers’ returns and the returns of a hypothetical institution that would result from the mere aggregation of the pre-merger acquirer and the target.

The deviation from returns decreased over time for both the acquirer and the target, but was more pronounced for the target. In addition, based on the banks’ Z-score (which measures a company’s probability of bankruptcy), they found that the new institution arising out of acquisitions had a lower probability of failure than the hypothetical organization resulting from the simple aggregation of the pre-merger entities, and that this improvement increased over time. Targets followed roughly the same result, but, however, acquisitions did not affect the Z-scores of acquirers in a statistically significant way. As explanation for this difference, they argue that the capitalization of target companies is generally lower than the capitalization of acquirers.

Hoggarth, Milne and Wood reach similar conclusions by comparing the relative performances of the United Kingdom and the German banking systems during 1971 and 1997. In the comparison, banking profits in the U.K. were consistently higher than in Germany but also significantly more variable (similar to asset prices). Hoggarth, Milne and Wood explain higher U.K. profitability by higher non-interest income and lower staff costs, whereas greater German stability is explained by less competition, particularly from foreign entrants (apart from lower and more stable inflation).

Also in the European context, Cipollini and Fiordelisi examine in six jurisdictions (Austria, Belgium, France, Germany, Italy and Spain) the impact of concentration, as measured by the Herfindahl-Hirschman Index, on bank financial distress, defined as a switch to the bottom five percentile of the Economic Value Added (EVA) empirical distribution in a given country (an indicator of shareholder value). For this sample, they find that, on average, there is a negative effect of bank concentration on financial distress. However, the impact of bank consolidation turns out to be positive (relative to the average) when considering either commercial or listed banks.
Drawing on a wider sample, Beck, Demirgüç-Kunt and Levine, using data on seventy-nine countries over the period 1980-1997, conclude that crises are less likely not only in more concentrated banking systems, but also in countries with fewer regulatory restrictions on bank competition and activities, controlling for differences in deposit insurance regimes, capital regulations, restrictions on bank entry, restrictions on bank activities, differences in (domestic/foreign) bank ownership, and overall institutional variables, economic and exchange variables. Accordingly, both concentration and competition are considered to reduce bank fragility. In addition, they find no evidence supporting the claim that concentrated systems are easier to monitor and weak evidence for the claim that concentrated banking systems are better diversified.\footnote{68}

From a reverse causation standpoint, Beston, Hunter and Wall, on the basis of pre-merger earning volatility, argue that the motivation for mergers in the first half of the eighties must have been risk reduction through diversification. Specifically, by observing the bid prices to acquire target banks in the early and mid eighties, they examine two contrasting hypotheses: the earnings diversification hypothesis, under which banks would bid more for merger partners that offered the potential for cash flow enhancements as a result of earnings diversification, and, on the other hand, the deposit insurance put-option hypothesis, under which acquirers would bid more for targets that offered more opportunities to increase risk and/or to become “too-big-to-fail”.

For this purpose, they assume that if acquirers seek to exploit diversification gains, the variance of the target's returns to assets must be inversely related to the purchase premium (purchase price less pre-consolidation market value) paid by the acquirer. Also, assuming that the change in the net cash flows of the combined entity (target and acquirer) depends on the acquirer’s ability to reduce the costs of producing the combined organization’s existing product mix by achieving economies of scale, then an inverse relationship is expected between the relative assets of the parties (as measured by the target's assets/acquirer's assets ratio) and the premium paid by the acquirer. Moreover, this negative relationship is expected because changes in the overall operations of the target are considered to be relatively more difficult to attain as the target's size increases, and because if the target has a similar size, it is presumed to be likely to be already offering products similar to those of the acquirer.

Under these assumptions, confirming the earnings diversification hypothesis, the coefficient of the variance of the target's return on assets was negatively related to the premiums paid by the acquirer, while the coefficient of the acquirer's book value equity to assets ratio was positively related to such premiums.\footnote{69}

Focusing particularly on mergers between banks in scenarios of financial crisis, Elsas finds for a 1993-2001 sample in Germany that mergers involving a prospective risk of insolvency for one of the merging parties led to reductions in credit risks, as measured by the amount of loan loss provisions (attributing this fact to greater diversification).\footnote{70}

In contrast to the claims holding a consistent positive relation between concentration and stability, Demsetz and Strahan
find results consistent with diversification but also countervailing effects by examining, for a sample of mergers between 1987 and 1993, the relationship between size and each of the two components of equity risk (systematic and firm-specific risk). In particular, since diversification is considered to reduce only firm-specific risk, size is expected to be negatively related to such risk, while no relationship should exist with systematic risk. The end result, nonetheless, would be an inverse relationship between size and total equity risk. However, if, as mentioned supra, larger banks are not only a scaled-up version of smaller companies, but rather reorganize their portfolio, the relationship between size and total equity risk is ambiguous.

In their sample, firm-specific risk is highest for the smallest size group (but otherwise bears little relationship to size). On the other hand, the mix between systematic and firm-specific risk at large bank holding companies (those with assets of more than USD25 billion) is significantly different from the mix at small companies (those with assets of less than USD5 billion). In particular, firm-specific risk makes a bigger contribution to total equity risk at small companies than at large ones (that contribution falls from 73% to 53% as asset size increases from one group to another). Therefore, these facts support the statement that greater size enhances diversification.

However, size also leads in the sample to greater engagement in higher risk: systematic risk (unaffected by diversification) increased by 70% from companies with assets between USD5 billion and USD10 billion to those with more than USD25 billion. Specifically, throughout most of the period examined, large companies, although more diversified, operated with a lower capital ratios and were involved in relatively riskier activities such as holding assets in their trading accounts, participating to a greater extent in derivatives markets and generating a larger percentage of income from non-interest revenues. These results therefore also confirm that if the portfolio of relatively large banks is allowed to vary (that, as mentioned, they are not scaled-up versions of smaller banks), then their portfolios, characterized by greater leverage and riskier activities, can offset the diversification advantage of size.

Also with mixed results across time, Boyd and Graham find that, on average, large banks in the United States failed more often than small banks during the seventies (1970s) and the first half of the eighties (1980s), but not during the late eighties (1980s) and early nineties (1990s). As explanation of this result, they argue that better diversification of larger banks does not reduce failure risk systematically, potentially as an implicit too-big-to-fail protection.

For cross-border mergers, Amihud finds neutral results, and, in particular, that the sample of mergers between 1985 and 1998 had no systematic effects on acquiring bank's total stock price risk. Moreover, they explain this result on the basis that diversification benefits can be offset by particular monitoring problems associated with foreign operations.

3.3. Summary

Both the arguments and evidence above show that, similarly to the competition effects of different market structures, there is no clear relation between concentration and financial stability: although arguments
from both sides of the balance sheet, monitoring arguments and empirical evidence point to a direct relation, moral hazard, credit risk and monitoring aspects, also supported by empirical evidence in certain cases, contribute to, at least, raise doubts about such direct relation. These results in turn imply that, as in the case of competition, it is equally problematic to draw distinctions in terms of corporate governance regulation based on this stability criterion.

4. RELEVANCE OF SELECTIVENESS: COSTS OF CORPORATE GOVERNANCE RULES

Despite the problematic character of setting dividing lines in terms of corporate governance based on the extent of concentration of the relevant market, it does not imply per se a rejection of the idea of selectiveness, especially in light of the equally unclear evidence with regard to the net benefits that attach to rules seeking to impose special and more strict standards. This theme has been particularly (but not exclusively) analyzed in the context of securities issuers after the passage of the Sarbanes Oxley Act of 2002 (hereinafter also “SOX”).

In particular, the evidence tends to question the net benefits of having in place independent boards, a requirement adopted by the New York Stock Exchange and NASDAQ. The costs to companies associated to board liability insurance have more than doubled (for S&P 500 firms, the median directors and officers’ premium increased from USD675,000 in 1998 to USD3 million in 2004) and director fees have increased for small firms from USD 1.21 per USD 1,000 of net sales in 1998 to USD 3.19 in 2004. The increase for large firms, however, is modest, a 10 cent increase over the same period.

Further to that, the evidence seeking to show that independent boards enhance shareholder value or improve operative performance is not consistent. Specifically, Vance finds a positive correlation between the proportion of inside directors and operative performance, Rosestein and Wyatt find that stock prices increase by about 0.2%, on average, when a company appoints an additional outside director, and Bay-Singer and Butler find that the proportion of independent directors in 1970 correlates with 1980 industry-adjusted return on equity. However, this result is criticized on the basis that their ten-year lag period is too long for any effects of board composition on performance to persist. Apart from that, there is also evidence finding no significant same-year correlation between board composition and operative performance or changes in market value to book value. Further, there are some results showing that firms with a high percentage of independent directors may actually perform less efficiently. Yermack, for example, finds a significant negative correlation between the proportion of independent directors and Tobin’s q, although no significant correlation for other performance variables (sales/assets, operating income/assets, and operating income/sales) Agarwal and Knoeber similarly find a negative correlation between the proportion of outside directors and Tobin’s q, while Fosberg finds that majority-outside boards have a significant lower sales/asset ratio.

Setting aside the issue of independent boards under NYSE and NASDAQ rules, one way to assess the effects of Sarbanes-Oxley is by examining its impact on the U.S. listing premium, as measured by the difference between the market-to-book value of as-
sets of U.S. cross-listed firms and non-U.S. cross-listed stocks (and which is generally regarded as a measured of competitiveness). In this case, the evidence seems to point to negative effects especially in the case of small companies.

For example, Litvak finds that from year-end 2001 (pre-SOX) to year-end 2002 (after SOX adoption), the Tobin’s q and market/book ratios of foreign companies subject to SOX (crosslisted on levels 2 or 3) declined significantly, relative to market/book ratios of both (i) non-crosslisted foreign companies from the same country, the same industry, and of similar size, and (ii) crosslisted companies from the same country that are not subject to SOX (listed on levels 1 or 4), whose Tobin’s q and market/book ratios declined only slightly and increased in some cases. From this standpoint, the premium associated with trading in the United States was roughly constant, while the premium associated with being subject to U.S. regulation declined. The biggest impact was for companies that were more profitable, riskier, and smaller, companies with a higher level of pre-SOX disclosure (based on Standard and Poor’s disclosure ratings), and companies from “well-governed countries” (using as proxies Europe, the median S&P disclosure score for all firms from each country, and each country’s GDP per capita).83

This particular impact on small companies is also emphasized by PIOTROSKI and SRINIVISAN, who examine the foreign listing behavior in U.S. and U.K stock exchanges before and after the enactment of SOX. Using a sample for the period between 1995 and 2006, they find that listing preferences of large foreign firms choosing between U.S. exchanges and the London Stock Exchange’s Main Market did not change following the enactment of Sarbanes-Oxley, but that, in contrast, the likelihood of a U.S. listing among small foreign firms did decrease84. Consistent with these results, ZINGALES finds that the share of global IPOs the U.S. equity markets attract has dropped substantially from 2000 to 2005. However, he further argues that these results cannot be explained by one single factor, but that rather they are probably the result of multiple factors, including reductions in the liquidity advantage of the U.S. equity market compared to other markets, reductions in analysts following the U.S., increases in liability risks, especially as perceived by directors, and increasing costs of compliance85.

Other evidence is concerned specifically with Section 404 of Sarbanes-Oxley, which imposes the obligation on management of reporting annually the firms’ internal controls. One way in which the benefits derived from this provision are intended to be measured is by estimating the impact of accounting restatements on the price of a company’s shares (the more impact, the greater the benefits). Based on this measure, the benefits brought about by SOX 404 have been estimated to amount to approximately USD 14.5 billion in 2004. However, these apparent benefits are offset by the costs associated to that provision, which accrue to approximately USD 15-20 billion86. Further, restatements by exchange-listed companies have actually grown substantially since the passage of Sarbanes-Oxley, from 69 in 1997 to 594 in 2006. Nonetheless, while the market reaction to restatement announcements is negative, beginning in 2001, the magnitude has fallen over time, which further points to the lack of any potential benefit from restatements driven by SOX 40487.
Moreover, Ilieve finds that the market reacted positively on news of delays in SOX implementation and negatively to news of the regulator’s determination to carry on the implementation process (thus suggesting that compliance reduced firm value). Also, the fraction of management’s report filers that have negative earnings-per-share (EPS) is larger than the fraction of non-filers that report negative EPS (a 19% higher probability of reporting negative EPS is found for filers, statistically significant at the 1% level).

Finally, another perspective seeking to assess the impact of SOX looks at the overall market reaction following its passage (that is, not limited to foreign issuers or SOX 404). In this case, results are also mixed. Rezaee and Jain, for example, analyze S&P 500 index returns around the events leading to SOX (using as events committee votes and presidential statements), and find that the abnormal returns are positive around the final legislative events before the passage of the Act and negative around prior events. As explanation for this, they argue that the market reacts positively as uncertainty is resolved, but that, overall, SOX is value increasing. This result is partially confirmed by Akhigbe and Martin, who find a positive reaction of the stock of financial firms to the passage of SOX, except in the case of securities firms.

Zhang, however, also analyzing the market reaction to the news about the enactment of SOX (committee votes and presidential statements), concludes that market losses attributable to its enactment were about USD 1.4 trillion. This is consistent to a certain extent with the evidence examining firms that have deregistered but have continued to trade off-exchanges after the passage of SOX. Leiz, Triantis and Wang, in particular, find that the number of these firms increased from 43 in 2001, before the passage of SOX, to 183 in 2003. However, they also find that the decision of deregistering but continuing to trade off-exchanges results in negative abnormal returns of about 8% for such firms, arguably because the market perceives them to be less transparent and to have less liquidity. These results, however, can be different for firms of different size. Kamar, KARACA-MANDIC and Talley, in fact, found that only small firms had an increased tendency to go private after SOX, especially during the first year of its passage (again reflecting the particularly high cost that such regime for small companies).

These contrasting results actually resemble operative performance studies seeking to link generally corporate governance and firm performance. For example, Gompers, Ishii and Metrick estimate that firms with strong shareholder rights (as measured by the Governance Index they build by relying on twenty-four different governance provisions) have future risk-adjusted stock returns around 8.5% per year higher than those of firms with weak shareholder rights. From a different standpoint, an investment strategy that purchased shares in firms in the lowest decile of the Governance Index (considered to have the strongest shareholder rights) and sold shares of firms in the highest decile of the index (weakest shareholder rights) would earn abnormal returns of 8.5% per year. Moreover, the Governance Index is highly correlated with firm value: in 1990, a one-point increase in the index is associated with a 2.4 percentage-point lower value for Tobin’s q, and, by 1999, a one-point increase in the index is associated with a 8.9%
percentage-point lower value for Tobin’s q. Besides these aspects, they also find that weaker shareholder rights are associated with lower profits, lower sales growth, higher capital expenditures, and a higher amount of corporate acquisitions.

Bebchuk, Cohen, and Ferrell, in contrast, find that only a small subset of corporate governance aspects (none of them associated to the corporate governance reforms of SOX) are directly related to performance. Specifically, they construct an entrenchment index based on six provisions: four provisions that restrict the ability of a majority of shareholders to take certain decisions (staggered boards, limits to shareholder bylaw amendments, supermajority requirements for mergers, and supermajority requirements for charter amendments), and two takeover readiness provisions that boards put in place to be ready for a hostile takeover (poison pills and golden parachutes). They find that increases in the level of this index are monotonically associated with economically significant reductions in firm valuation, as measured by Tobin’s q, and that the entrenching provisions cause lower firm valuation. Also, they find that firms with higher levels of the entrenchment index were associated with large negative abnormal returns during the 1990-2003 period.

In fact, still other results point to reverse causation. From this perspective, rather than corporate governance causing a firm to perform one way or another, corporate governance standards are considered to depend on firm performance.

To summarize, based on the evidence discussed above, there are not clear benefits arising out of the intensification of corporate governance requirements through rules such as those contained in Sarbanes-Oxley and certain NYSE and NASDAQ provision (while the costs associated to such rules seem to impact especially small firms). Specifically, there is no consistent evidence showing that SOX 404 or independent boards enhance shareholder value or improve performance, and actually firms with more independent boards are found to perform less efficiently in some instances. Also, SOX appears to exert a negative impact on the U.S. cross-listing premiums of foreign issuers (harming particularly small firms) and at the same time seems to have decreased the share of the U.S. in global IPOs. Further, studies seeking to assess the overall impact of SOX are equally mixed, but possibly biased toward showing a negative effect in the particular case of small firms.

Therefore, even if market concentration is considered to be, as argued before, a problematic pattern for creating distinctions in terms of corporate governance rules (in light not only of the inconclusive relation between concentration and competition, but also between concentration and financial stability), the Mueller and Giroud’s case for selective corporate governance still holds.
In particular, if reducing the corporate governance burdens in those cases where benefits seem most unclear can improve the overall cost/benefit relation of such burdens, there is a legitimate case for selectiveness.

5. CONCLUSION

The principle of selectiveness in corporate governance advocated by MUELLER and GIROUX’s relies heavily on the assumption that market concentration is inversely related to competition. As discussed in the foregoing sections, however, there are facts that raise doubts about this assumption in the banking sector. In particular, greater market concentration tends to be actually associated to higher loan rates, reductions in quantities and lower deposit rates, as predicted by the SCP hypothesis and consistent with the MUELLER and GIROUX’s premise. However, the evidence is not homogeneous and this, in turn, makes the relation between concentration and competition ambiguous.

Moreover, assuming that efficiencies have some connection with the degree of competitiveness of the market (that is, assuming that efficiencies depend on the managerial incentives to generate them, and that these incentives in turn depend on market competition), again the relevant empirical evidence is inconclusive: although it seems to generally lend support to the MUELLER and GIROUX’s premise of an inverse relation between concentration and efficiencies, the evidence is not homogenous and event studies are actually substantially heterogeneous. In view of these results, this paper looks at an alternative basis for establishing distinctions in terms of corporate governance: the relation between concentration and financial stability. From this perspective, if a more concentrated market is more fragile, then financial stability provides a legitimate basis for more rigorous corporate governance in more concentrated markets. The empirical evidence on the concentration/fragility relation, however, does not exhibit any clear pattern, therefore undercutting this basis for selectiveness. Nonetheless, these problems do not suggest abandoning the idea of selective corporate governance: they only question the use of market concentration as selecting parameter. The rather conflicting evidence on the benefits of implementing governance standards such as those contained in Sarbanes-Oxley, in fact, highlights the need of selectiveness, specifically as a mechanism to reduce the costs associated to such rules when the underlying purported gains seem especially unclear (notably in the case of small companies).
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